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Abstract—Integrated Circuit (IC) design for analog computing
requires similar toolflow and synthesis as large-scale digital
systems, in-turn necessitating a library of general-purpose analog
cells. To this end, we present a programmable, Floating-Gate
(FG)-based analog standard cell library in a commercially
available 65nm process that allows analog IC designers to use
synthesis tools with an abstracted design mindset similar to large-
scale digital design. We fabricate the test cells, which include
filters with programmable corners, an analog classifier, and an
arbitrary waveform generator; experimentally characterize FG
programming; and experimentally demonstrate the performance
of the standard cells. Overall, the standard cells achieve a similar
or smaller footprint than previous approaches while leveraging
the benefits of FG programming at smaller technology nodes.

Index Terms—Floating-Gate, FPAA, Analog Standard Cell,
Reconfigurable Analog, 65nm

I. THE NEED FOR ANALOG STANDARD CELLS

A library of analog standard cells has been created that
allows designers to flexibly shift parameters to accom-
modate specific design needs. This mindset is similar to
digital design, where standard cells allow designers to abstract
architectures and reuse cells through high level synthesis tools,
a process so widespread that open-source tools have emerged
([11-[3]). An analog standard cell library enables designers to
sidestep a pervasive issue with traditional analog integrated
circuit (IC) design: needing to significantly modify a large
number of parameters to meet new specifications even for
an existing architecture, a problem that is magnified when
considering large-scale analog computing ([4]-[6]).

Recent tools that are designed to alleviate the high cost of
analog redesign have moved towards using basic analog prim-
itives to build small analog components, focusing primarily
on layout automation from an existing schematic ([7], [8]).
Current analog design tools focus mostly on macromodeling
for mixed-signal simulation ([9]-[15]). Both these tools help
expedite new designs in the verification and layout stages
but do not fix the core requirement that a large number of
parameters need to be tweaked for new specifications.

Floating-Gate (FG) analog standard cells allow for a dig-
ital mindset through programmability. The programmability
of FGs is a solution to the requirement that any standard
analog structure needs to be able to meet multiple design

Pranav O. Mathews, Praveen Raj Ayyappan, Afolabi Ige, Swagat Bhat-
tacharyya, Linhao Yang, and Jennifer O. Hasler are with the Department
of Electrical and Computer Engineering, Georgia Institute of Technology,
Atlanta, GA, 30332 USA e-mail: jennifer.hasler @ece.gatech.edu

Standard Cell Library
,'/ i Core Cells Derived Ceifs‘\‘
P DFF| |OR NAND | :
e ,
V5 XOR| |AND AOI| !
Ha) .
H NOT E

WTA |[FG TA Weak
(FG TA Strong |[FG TA “‘

uses [
i creates
[ Design m{ HLS Tools ]—»

Fig. 1. Analog high-level synthesis (HLS) tools require a flexible, pro-
grammable analog standard cell library. [23]. Cells can be FG based (red),
non-FG based (blue), or a combination (purple); systems and more complex
standard cells can be created with combinations of core cells, similar to digital
design. HLS tools can take these cells and synthesize analog systems.

ASIC

specifications, which has limited previous attempts towards
analog tools for system design ([16]-[20]). An entire library
of standard cells has been built in the open-source Skywater
130nm CMOS process with a test structure being taped out
for characterization ([21], [22]).

In this work FG analog standard cells and their underly-
ing design mindset have been used to generate a standard
cell library in a commercially available 65 nm process; cells
were fabricated and thoroughly tested experimentally both by
themselves and as part of small systems such as an Arbitrary
Waveform Generator (AWG) (Fig. 2). The standard cells share
the same 6.5 um pitch and are arranged so that the FG cells
share drainlines, following history that collapses FG systems
into one large crossbar for programming to isolate a FET
with gateline and drainline control. The systems built out
of multiple standard cells (AWG) use on-chip FG control
circuitry for FG isolation and programming selection similar
to Field Programmable Analog Array (FPAA) devices [24].

The standard cells tested in the 65 nm process extend the
initial 130nm discussion ([21], [22]), following the same
design and pitch with small optimizations for the different
process requirements. Because both sets of standard cells
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Fig. 2. The programmable analog standard cell library. (a) Die photo of the 65nm test chip. (b) Transistor level schematics of some circuits in the standard
cell library. (c) List of standard cells and their area, both in 65nm and 130nm [21].

(130nm and 65nm) are designed to be the same, they can
both uniquely be used in existing analog high-level synthesis
tools ([23]); the tools in [23] use an island concept, a method
of grouping FG and non-FG cells together into programmable
blocks, to effectively generate application-specific IC (ASIC)
designs from the proposed standard cells to meet analog com-
puting benchmarks ([25]). Also of interest are the synthesis
and targeting of FPAAs, devices that further enable a standard
framework for flexible analog computing ([23], [26], [27]).
This effort focuses on the first experimental measurements
and resulting characterization of fabricated programmable
analog standard cells in a 65 nm process (Fig. 2). Section II
explains the characterization of FG programming parameters
in the 65nm process. FG devices are then programmed to
test the core standard cells (Section III): nFET and pFET
blocks, programmable Transconductance Amplifiers (TAs),
programmable filters, analog scanners, and voltage DACs as
a subset of the overall library. Section IV tests single island
systems built out of the 65 nm standard cells, demonstrating

how the individual blocks can come together to form classi-
fiers and waveform generators. Finally the capabilities of the
standard cells and how they can be further used is summarized
in the closing discussion (Section V).

II. CHARACTERIZING FLOATING-GATE PROGRAMMING

Programmability is essential to maximize the use of any
standard cell. FGs are highly programmable analog devices,
allowing circuits to adapt to a wide variety of specifications.
Characterization of FG programming and subsequent program-
ming algorithm development is imperative for effectively using
FG standard cells.

FG devices consist of a standard CMOS transistor with a
capacitively coupled input. The FG node, or gate voltage, can
be shown as

Cl Ctun

Vie= =V, + —Viun + Vo, 1
fg CT g + OT t + Q ( )
where Cr is the total capacitance on the FG node, C is the

control gate capacitance, Cl,, is the tunneling capacitance,
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Fig. 3. Transistor characteristics of the Floating-Gate (FG) devices used in a Vector-Matrix-Multiplier (VMM) structure. (a) High-level schematic of the
indirect 4x2 VMM standard cell. As the core FG cell in the library, it sets the pitch of the every cell, 6.5 pum for 65nm. (b) Gate sweeps on a single FG
transistor in direct and indirect 4x2SWC cells over different injection levels. Different programmed charges allow control over the response of a FG transistor.
An indirect FG VMM uses an auxiliary transistor that shares a FG with the transistor used in operation, allowing for programming without additional switches;
however, threshold mismatch between the run and program FETSs can lead to variation. (c) Drain sweeps of a FG transistor, showing the increased capacitance
coupling from the drain side. This can be modeled as an effective o. (d) Sweep of the larger gate input capacitor and the much smaller tunneling capacitor.
Both capacitors couple their input to the FG Node according to their capacitance.

and Vg is the voltage resulting from any charge on the FG
node. A MOS varactor is used for both the tunneling junction
and control gate, allowing FG devices to be built in a standard
65 nm CMOS process rather than requiring a special double-
poly option or process.

The following subsections discuss the framework around
which FG devices are integrated into analog standard cells.
Section II-A gives an overview of the core FG standard cell,
the 4x2SWC cell, and explains how it forms the basis for every
other standard cell in a given process. Section II-B discusses
methods to find programming parameters for FG devices and
resulting measurements from the 65 nm test chip. Section II-C
adds on by discussing the Autozeroing Floating Gate Amplifier
(AFGA) and the resulting programming parameters that can
be extracted from the circuit.

A. The Floating-Gate VMM

The basic building block of the FG standard cells is the
4x2 Vector-Matrix-Multiply (VMM) block, which brings FG
devices into a crossbar structure. VMMs are ideal for program-
ming because of their selectivity and useful as a computational
element (Fig. 3a). A VMM is also an area-efficient way to
package FG devices, as any biases needed for a FG cell can
be pulled from the VMM. Because most FG-based cells use
the 4x2 VMM at their core, the overall pitch for a standard
cell is set by the 4x2 VMM, as cell height is constrained by
the minimum necessary height of an FG crossbar.

FG programming allows each transistor in the VMM to
be set to a desired current for use in a design. Tunneling
acts as a global erase, setting all currents in the VMM to
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Fig. 4. Characterization of FG devices, where (a-b) show initial tunneling and injection measurements and (c-d) show precision programming. (a) An
Autozeroing Floating-Gate Amplifier (AFGA) showing a bandpass response to a small step input in. The adaptation is due to injection and tunneling currents
in the top FG device, the circuit returns to equilibrium (I¢yn = Ip;qs) after an external perturbation. (b) Frequency response of the AFGA for a small 10 mV
sinusoidal input. The corners are set by the injection and tunneling currents. (c) Programming with the AFGA. The bottom nFET is held to the desired current
and the circuit is ramped to injection voltages at t=0; over time the FG pFET injects and V., rises indicating that the desired current has been reached. (d)
Change in current output for a fixed gate voltage over many injection steps. The typical S-curve response is shown for different V5 during injection.

an extremely low value (on the order of 10pA). Injection
increases drain current by adding electrons to the gate of the
FG FET, decreasing the gate voltage and allowing the same
device to operate over several decades of current biases.

There are two 4x2 VMMs that emerge from the two
standard FG architectures: direct and indirect (Fig. 3b). Direct
VMMs are programmed by asserting voltages on and mea-
suring the same FG pFET that will be used during operation,
using switches to disconnect the FG pFET from its circuit dur-
ing programming and reconnect it during run mode. Indirect
VMMs assert voltages on and measure a separate program
pFET that shares its gate with the run mode bias pFET.
Although sharing the gate reduces switch count, it introduces
mismatch between the run and program mode pFETs.

External signals couple into the gate of a FG pFET through
the input capacitor, designed to be larger than parasitics to
increase the coupling. A normal pFET has a coupling coeffi-
cient from the gate as x, but the FG capacitor decreases the
effective coupling to x¢yy (Fig. 3a,b). The tunneling voltage
also couples onto the gate, an effect that is minimized by
decreasing the size of the tunneling capacitor. This leads to a
Keff,tun that is much smaller compared to k.¢s (Fig. 3d).

Drain to gate capacitance is typical in any FET. In normal

devices the gate voltage is fixed by some driver and therefore
does not change with variations on the drain. In a FG FET
this is not true and the coupling does affect the floating node,
modeled alongside the DIBL effect as an effective o or Early
voltage (Fig. 3c).

B. FG Programming Characterization

Varactors or double-poly capacitors are the best options
for coupling to an FG because of potential leakage currents
from gate contacts on floating node from external coupling
capacitors. The process node in this work required varactors,
allowing for FG coupling at the cost of a nonlinear capacitance
to voltage relationship and an area penalty due to well spacing
process requirements.

The charge on the FG node, V(y, is changed through two
processes: hot-electron injection and electron tunneling. To
inject a FG pFET the source is raised to a higher voltage (4.5
V in 65nm), the gate is fixed, and the drain is pulsed from
the source voltage to a low voltage. Injection rate depends on
the V4 and source current into the transistor [, which also
depends on V,; injection current can be modeled as

I - -
Iinj = Iinj70 (Ithe_KAVfg/V“w> e_AVdS/‘/;mJ~ (2)



100pA
10pA £
g 1pA ¥
£ 100nA Medium
=)
3
O 10nA E
= Vaa
g
g InA 3
=
O Vg~| I
100pA E
10pA E
IpA ‘ ‘ ‘ ‘ ‘ ‘ ‘ 3
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Gate Voltage (V)
Size| ®  Kr(mA) Io(pA) Vro(V)
S 1079 0.16 0.84 0.39
M [0.77 034 5.6 0.39
L [0.77 0.54 62 0.34
(@)
1.5 Medium, V; = 0.2
saturation \
]
15}
=}
=}
O 1r
= Va ~3.37
g o~ 0.0074
IS
=
O
= Vaa
53
N
g 02 V, < Vi ~| [1
5}
Z
Va
Ls =Ly =1L
<— ohmic
0 1 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Drain Voltage (V)

©

100pA E
10pA E
<
g n Medium
=
=
O 100nA £
> Vaa
=
g
S 1mAE 4 | g
InA £
100pA L L L L L L L
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Gate Voltage (V)
Size| © Kr(mA) Ih(nA) Vro(V)
S [0.60 0.08 0.12 1.24
M [0.65 0.36 0.36 1.25
L [0.68 0.58 2.0 1.3
(b)
2r )
saturation
— Medium, ¥ V
é 1.5+
=1
@)
©
= /
=t
<
= 1F
@) /
=] { Via
g f
;g Vy ~ 227
£ o ~0.011 VdrVy<VTo4 ‘I
I} L
2 0.5
Vaa = Va
Ly =Lyg
0 <«—ohmic , | | | | I |
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Vdd - Drain Voltage (V)
(d)

Fig. 5. EKV parameters extracted from the low-voltage transistor standard cells. These standard cells come in three different sizes (small, medium, and large)
and in 'p’ and 'n’ type variants. (a) Gate sweeps of nFET devices with different W/L (1.5,9.5,95) and their extracted EKV parameters. (b) Gate sweeps of
pFET devices with different W/L (1,9.6,96) and their extracted EKV parameters. (c) Subthreshold drain sweeps of nFET devices with different W/L. Each
transistor varies in W but has the same L leading to similar drain coupling for each. (d) Subthreshold drain sweeps of nFET devices with different W/L. The
medium and large transistors have the same L, leading to similar drain coupling for both. The medium transistor experiences some hot impact ionization for

a higher V,, leading to the double exponential curve.

Starting from a tunneled, subthreshold state, each pulse injects
more electrons onto the floating node, decreasing V4, which
increases the FG pFET source current. In the subthreshold
region higher source current increases injection rate with each
subsequent pulse. Once the current reaches above-threshold
levels the injection rate drops with each subsequent pulse and
the source current saturates, resulting in the characteristic s-
curve (Fig. 4c).

In contrast, tunneling reduces source current by removing
electrons from the FG node via a high electric field from the
tunneling junction to the FG node, increasing Vi,. As Vig
rises, the FG pFET source current and the voltage difference
across the tunneling capacitor decrease, which reduces the
tunneling rate asymptotically to a halt.

C. The Autozeroing FG Amplifier

The Autozeroing Floating Gate Amplifier (AFGA) uses
continuous tunneling and injection currents to dynamically
respond to a changing input signal [29]. A FG pFET is set
above an nFET, with both the tunneling voltage and the source
voltage high to facilitate tunneling and injection. As the input
voltage changes, the current from the FG pFET changes to be
above or below the bias current set by the nFET. Injection and
tunneling processes then work to restore equilibrium, changing
the Vg and moving the pFET current to equal the nFET (Fig.
4a). This process creates a bandpass filter, where the corners
come from the injection and tunneling rates (Fig. 4b).

AFGA dynamics can also be used to target a specific
current. The equilibrium state of the circuit is when the current
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Fig. 6. TA-based analog standard cells exhibiting different behavior depending on the programmed bias current. The core TA used is a 9-transistor variant.
(a) Output current vs differential voltage of a TA programmed at 520 nA and a TA with weak FG inputs programmed at 2 uA. The capacitive divider on the
input of the weak FG TA results in a linear range that is nearly rail-rail. (b) Output voltage of a TA with strong FG inputs over time as the negative terminal
is fixed and the positive terminal it swept. The offset depends on the programmed charge on the FG inputs, and can be adjusted to create larger offsets. Offset
charge can be directly programmed with the right programming structure ([28]). (c) An LPF created with a TA and capacitor. The cutoff frequency depends
on the bias current and can be shifted through FG programming. (d) A C* bandpass filter over different center frequencies. By adjusting the bias currents in
the TAs both the Q-factor and corner frequencies can be shifted. e) Programmed bias currents for each curve in (a-d).

through the top FG pFET equals the current through the
bottom nFET. If the FG pFET starts tunneled and the circuit
is ramped up, injection will occur at an accelerating rate until
Vout tises, lowering the injection rate until the AFGA is at
equilibrium and both currents are equal (Fig. 4c). A target
current can be reached by choosing the starting nFET bias
current to equal the target before injection starts. This method
is less precise than a closed-loop pulsed method because
overshoot is possible; injection takes a finite time to stop.

III. MEASURING ANALOG STANDARD CELLS

Once the specifics of the core 4x2 standard cell are put
in place, the rest can be designed to fit in pitch. One would
like to characterize each cell both to learn behavior and to
extract physical parameters that can then be used in simulation
models. Section III-A shows the characterization of nFET and
pFET standard cells and the extraction of the relevant param-
eters from each sweep for fitting to the EKV transistor model.
Several programmable TA circuits, both by themselves and
in specific filter topologies are then characterized in Section
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III-B. Finally, other standard cells that are necessary on the
periphery of systems, both for programming and measurement
of fabricated circuits, are characterized in Section III-C.

A. Transistor Parameter Extraction

The fundamental nature of transistors makes them inte-
gral for the synthesis of larger cells and the development
of accurate models for analog standard cell simulation. To
accommodate different design requirements, three standard
FET cells, both nFEt and pFET, are fabricated with W/L ratios
of roughly 1, 10, and 100. We fit the source current versus
gate and drain voltages through each transistor using a reduced
EKYV model to extract relevant parameters for analog modeling
in both the subthreshold and above-threshold regions.

We perform gate sweeps on all devices followed by linear
fits to extract EKV model parameters (Fig. 5). Assuming a
saturated subthreshold transistor,

I — Ithe(K(Vg7VTO)7VS+UVd>/UT — Ioe(livgfvs)/UT’ (3)

where a linear fit to log (I) vs V, extracts the gate coupling
parameter x, the zero current [y, an approximation of the
threshold current Iy, and the approximate threshold voltage
Vin. A similar process is repeated for the above threshold case,
where assuming saturation,

K
L= o (5(Vy = Vi) = Va)* (14 AVa), @

where a linear fit to VI vs V extracts K/k and another
estimate of I;;, and V.

An important parameter not extracted from the gate sweeps
is channel length modulation, modeled in the EKV equations
as 0 = 1/, where A is the Early voltage. A drain sweep and
a linear fit to the saturated region gives us A and therefore

o, for all transistors. Since the length of each standard cell
transistor matched, ) is similar across the devices.
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Fig. 8. Output of a four in one out analog scanner. Four different inputs are
applied and the output only shows one at a time; the output shown is controlled
by the digital shift register and changes as a 1" is clocked through.

B. Programmable Transconductance Amplifiers

TAs have many uses in analog circuits ranging from am-
plifiers to G,,,C filters where operation is contingent on TA
bias current, Ip;,s. The TA standard cell offers programmable
bias currents over several orders of magnitude by replacing the
bias transistor with an FG pFET, enabling block reuse across
designs (Fig. 6a). Two TAs are fit into one standard cell in
order to the area efficiency of the FG biases.

FGs can also be used in the input differential pair, allowing
designers to program or remove input offsets (Fig. 6b) ([30]).
Depending on the strength (i.e. effective coupling) of the input
capacitor, FG input differential pairs can also improve the
linear range of a TA, which can be useful in various circuit
topologies. One such example is the C* bandpass filter (Fig.
6¢), which takes advantage of a wide linear-range TA in the
feedback path to improve filter linearity [31].

A programmable bias currents allows G,,,C filters with
different frequency responses to be built out of a single block
(Fig. 6¢,d). The gain bandwidth product can be directly shifted,
trading bias current power for a higher bandwidth in a lowpass
filter (LPF) or adjusting the offset of the two TA bias currents
to shift the center frequency of the C*. As expected, the current
and cutoff frequency scale linearly in the LPF.

C. Supporting Circuitry

The mechanisms for programming an FG FET have been
discussed in section II; however, a practical array of FG FETs
requires some external circuitry for selecting, isolating, and
measuring a transistor during the programming process. A
global run/program mode signal switches high-voltage FG
FETs from any low-voltage transistors in the rest of a circuit
during programming. Specific standard cells are designed for
mode switching and for control in program mode. A ramp
ADC can be used for measurement, and charge pumps can be
used to control the high voltage levels in program mode [24].

Once the circuit is in program mode, analog multiplexers
switch both drain and gate voltages to isolate the FG FET
at the specified address and deselect all others. Unselected
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Fig. 9. An AWG made out of the analog standard cells. (a) A high-level schematic of the AWG, showing its composition of cells from the 65nm library. (b)
Currents programmed into the VMM to output the corresponding waveform. (c¢) Output of the AWG programmed to a sine and sawtooth waveform, where
the sine is offset for clarity (+0.4 DC); both waveforms would normally overlap.

gatelines (columns) are connected to the injection voltage to
cut off all current, and selected gatelines are held at a voltage
that is suitable for fast injection. Unselected drainines (rows)
are connected to the injection voltage, and selected rows are
connected to pulsing circuitry for controlled injection [28].

DACs set the gate and drain voltages for the selected
FET. A monotonic 6-bit resistor string DAC was fabricated
and experimentally found to roughly follow the ideal transfer
curve for the circuit (Fig 7). The DAC transfer curve from
two different chips have a maximal variation of £1mV,
demonstrating the reproducibility of our approach.

An analog scanner is helpful for multiplexing analog outputs
onto a single pin, reducing pin count for systems with a large
amount of inputs/outputs (IO) or simplifying debugging at
multiple test points. The analog scanner comprises a chain
of D flip-flops which feed T-gates; clocking a ‘one’ through
the system changes which output is allowed onto the shared
output line. Fig. 8 shows an example of four different inputs
being clocked out in order.

IV. BUILDING SYSTEMS WITH ANALOG STANDARD CELLS

Individual standard cells are combined to form systems,
following architectural approaches from the island mindset.
FG cells and their supporting circuitry occupy one side of the
island, while lower voltage cells occupy the other side. The
standard cells support a wide variety of computation, specif-
ically aiming to perform well on standard benchmarks [25].
Section IV-A discusses an analog classifier efficiently solving
a nonlinear problem, and Section IV-B shows a programmable
arbitrary waveform generator (AWG) that can be used by itself
or within larger analog computational systems.

A. Programmable Arbitrary Waveform Generator

An Arbitrary Waveform Generator (AWG) was constructed
from the analog standard cells by combining direct VMMs
into a larger 8x32 VMM, using the scanner block for the
output and a scanner variant to select columns. The AWG
uses FG FETs to store coefficients and a scanner to select
which coefficients should be outputted. Outputs can be used
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Fig. 10. A classifier constructed out of analog standard cells. (a) High level circuit schematic of the VMM+WTA, demonstrating how it is constructed out of
other standard cells. (b) Outputs of the VMM-WTA when programmed to solve the XOR problem. Only one output represents the XOR solution, the other
outputs work to set the non-linear decision boundaries but also solve the AND and NOR logic functions.

for waveform generation or matrix-matrix multiplication [32].
In particular, waveforms are the summation of any selected
coefficients for each time step, which can be used to create
functions such as a sine and sawtooth (Fig. 9). The frequency
and precision of the output waveform are set by the input clock
signal, and the FG programming, respectively; thus, the high
precision of FG programming and high clock rate of digital
circuits make the AWG an appealing architectural choice.

B. Computing with the VMM+WTA

Analog circuits can effectively perform machine learning
classification; one classification structure is the single-layer,
universal classifier that can be built out of an array of VMM
standard cells and a Winner-Take-All (WTA) structure [33].
We program a 3x3 VMM+WTA such that the first column
acts as a constant reference, and the last two accept binary
inputs. Weights are programmed into the VMM so that the
WTA output row wins when the inputs do not match, drawing
two decision boundaries to solve the non-linear XOR problem
within a single layer of computation (Fig. 10). Much larger

structures can be built using the VMM+WTA concept, and the
standard cells support extending this classifier to a multitude
of applications.

V. DISCUSSION AND SUMMARY

This work presents the first experimental measurements
from a fabricated library of programmable analog standard
cells in 65 nm CMOS. Results show that FG FETs allow one
cell to operate across a wide range of specifications via flexible
biasing. Furthermore, the standardized layout and interfacing
of each cell allows them to be tiled, leading to a system
design process more akin to digital design, where a high level
structure can be defined and then compiled to layout through
the use of HLS synthesis tools.

Parameter extraction from experimental measurements, as
shown in this work, are important for building accurate models
for each standard cell, allowing for accurate macromodeling
in a simulation tool. Once a standard cell is characterized,
designers can simulate their circuits with greater confidence
that the simulated results will match reality.
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Fig. 11.

Comparisons of 65nm standard cells with other similar circuits. (a) Table comparing parameters of the measured 65 nm standard cells to other

fabricated chips with similar systems. The 65 nm standard cells have a lower injection and tunneling voltage than prior implementations, and the area occupied
by each standard cell is also less than counterparts in other designs. (b) Expected scaling of FPAA fabric bandwidth with process node, showing potential

speed gains with a more advanced process [5].

Comparisons to other fabricated work, both ASICs and
FPAAs, show favorable results from the 65 nm cells (Fig. 11a).
Due to the smaller process node, both injection and tunneling
voltages are lower than previous approaches. TA metrics also
compare positively; the FG TA has a large linear range, and
the C* bandpass filter has a wide tuning range while occupying
less area than previous implementations ([24], [34], [35]).
Each standard cell generally takes less area than comparable
cells in other processes, and further optimization can further
decrease the area.

The 65nm cells are one part of an overarching standard
cell library spanning multiple processes. Original designs for
these cells were done in 130 nm and then ported over, [21],
keeping the same pitch. The same process can be repeated
for other technology nodes, allowing for area benefits as
pitch can be optimized to scale down with technology and
speed benefits even up to RF levels [36] (Fig. 11b). Having
the same set of standard cells in multiple processes allows
a designer to create a system without having to work in a
specific technology, meaning that work done in one process
is not wasted. In addition the process node becomes a design
parameter, allowing designers to optimize between cost and
scaling benefits.

Standard cells and HLS synthesis tools combine to form a
design flow that can successfully and effectively target mean-
ingful benchmark systems [25]. The goal of this paper, and
ones that will follow, is to build the foundation of the standard
cell design mindset with experimental data on individual cells
and systems built with them. Other work will build upon these
tools, expanding the capabilities of simulators, routing tools,
and FPAA synthesis. Many open-source tools can be used
([26], [37], [38]), enabling designers across all spaces to use
their skills in advancing higher level analog synthesis.
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